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Dynamic Optimization 
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Time Limit: 8 hours (not necessarily consecutive) 
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Name__________________________________ 



1. (35 pts) Orthogonal Collocation on Finite Elements 

Objective: Optimize an objective function subject to two differential equations. Use orthogonal 

collocation on finite elements to discretize the differential equations and the condition of optimality 

(𝑥2(𝑡𝑓) = 5) to minimize the objective function. 

Solve the following coupled differential equation from time starting at 0 until a final time of 𝑡𝑓 = 1. Solve 

the system of equations with orthogonal collocation on finite elements with 3 nodes (time points) at  𝑡 =

[0 0.5 1.0] for discretization points. Only one value of 𝑢 can be selected for the entire time period. 

 

min
𝑢

 (𝑥2(𝑡𝑓) − 5)
2

 

5
𝑑𝑥1

𝑑𝑡
= −𝑥1 + 2 𝑢2 

3
𝑑𝑥2

𝑑𝑡
= −𝑥2 + 𝑥1

2 

 

The initial conditions are 𝑥1(0) = 0.0 and 𝑥2(0) = 1.0. The following is available for approximation of the 

derivative values of 𝑥, where 𝑥(𝑡) is a collocation point at 𝑡 = 0, 0.5, 1.0 (see article for additional details 

on orthogonal collocation): 

[
0.75 −0.25
1.00 0.00

] [

𝑑𝑥(0.5)

𝑑𝑡
𝑑𝑥(1.0)

𝑑𝑡

] = [
𝑥(0.5)
𝑥(1.0)

] − [
𝑥(0)
𝑥(0)

] 

Differentiating the objective function with respect to 𝑥2(𝑡𝑓) and setting the expression equal to zero gives 

the final equation (𝑥2(𝑡𝑓) = 5) necessary to satisfy the optimality conditions (Karush-Kuhn-Tucker 

conditions). Report the solution of 𝑢, 𝑥1, and 𝑥2 and derivative values (𝑥̇1 and 𝑥̇2) at 𝑡1 = 0.5 and 𝑡2 =

1.0. Show the solution to the system of 9 variables and 9 equations. 

(𝑢, 𝑥1(0.5), 𝑥1(1.0), 𝑥2(0.5), 𝑥2(1.0),
𝑑𝑥1(0.5)

𝑑𝑡
,
𝑑𝑥1(1.0)

𝑑𝑡
,
𝑑𝑥2(0.5)

𝑑𝑡
,
𝑑𝑥2(1.0)

𝑑𝑡
) 

Do not use GEKKO/APMonitor’s built-in collocation to set up and solve the equations for this problem. It 

should be a set of 9 variables (unknowns) and 9 algebraic equations that can be solved with software such 

as fsolve (see Python or MATLAB examples) or any equation-solving tool (such as GEKKO with IMODE=1 

or IMODE=3). Collocation is the process of transforming a differential equation into a set of algebraic 

equations. The purpose of this problem is to demonstrate your ability to set up and solve these equations 

independently of software that may automate the process (such as APMonitor or GEKKO with IMODE≥4). 

 

Figure 1. Collocation interval. 

http://www.sciencedirect.com/science/article/pii/S0098135414001306
http://apmonitor.com/me575/index.php/Main/KuhnTucker
http://apmonitor.com/me575/index.php/Main/KuhnTucker
http://apmonitor.com/che263/index.php/Main/PythonSolveEquations
http://apmonitor.com/che263/index.php/Main/MatlabSolveEquations


2. (30 pts) Dynamic Optimization 

Objective: Solve the following dynamic optimization problem. 

Adjust the parameter u (acceleration) over the time horizon from a starting time of zero to a final time 

of one to minimize the objective function subject to the constraints. The variable x is the position and v 

is the velocity. The notation x(t) indicates the value of x at time t. The initial and final position are zero 

while the initial velocity is 1.0 and the final velocity is -1.0. 

min
𝑢

    𝐽 =  
1

2
∫ 𝑢2(𝑡)𝑑𝑡

1

0

 

𝑠. 𝑡.   
𝑑𝑥(𝑡)

𝑑𝑡
= 𝑣(𝑡) 

          
𝑑𝑣(𝑡)

𝑑𝑡
= 𝑢(𝑡) 

           𝑥(0) = 𝑥(1) = 0 

           𝑣(0) = 1 

           𝑣(1) = −1 

           𝑥(𝑡) <
1

9
 

Report the optimal objective value, display a plot of relevant variables (𝑥, 𝑣, 𝑢), and discuss whether the 

constraints are satisfied. Note that this problem has both initial conditions as well as final conditions 

that must be satisfied. It is the integral of the objective, not just the final value of 𝑢 that must be 

minimized by adjusting the value of 𝑢 throughout the time period. Show that the solution has sufficient 

grid points to accurately represent the system dynamics and objective. 

 

  



3. (35 pts) Parameter Regression / Machine Learning 

Objective: Determine the kinetic constants (0 ≤ 𝐾𝑓 ≤ 0.01  and 0 ≤ 𝐾𝑏 ≤ 0.01) of a reversible reaction 

(𝐴 + 2𝐵 <=> 𝐶 + 𝐷) in a batch reactor. The rate equation that describes the concentration of C (𝐶𝐶) is: 

𝑑𝐶𝐶

𝑑𝑡
= 𝐾𝑓𝐶𝐴𝐶𝐵

2 − 𝐾𝑏𝐶𝐶𝐶𝐷 

Laboratory technicians have collected data for the concentrations as shown below.  

Time (min): [0, 5, 10, 20, 30, 40, 50, 60, 90, 120, 150, 180, 240, 300, 360, 480, 600, 720] 

𝐶𝐶  (mol/L) : [0.00, 0.57, 0.78, 0.92, 1.04, 1.19, 1.29, 1.36, 1.59, 1.68, 1.84, 1.96, 2.01, 2.13, 2.21, 5.32, 2.38, 2.44]  

Although there is one outlier (5.32), do not remove or change this value. The initial concentrations of the 

reactants are 𝐶𝐴 = 4.84 and 𝐶𝐵 = 9.67. There is no 𝐶 or 𝐷 at the start but they start to form when the 

reactants are mixed together. Differential equations describe the dynamics of species concentrations for 

𝐴, 𝐵, and 𝐷 as shown below. 

𝑑𝐶𝐴

𝑑𝑡
= −

𝑑𝐶𝐶

𝑑𝑡
   

𝑑𝐶𝐵

𝑑𝑡
= −2

𝑑𝐶𝐶

𝑑𝑡
   

𝑑𝐶𝐷

𝑑𝑡
=

𝑑𝐶𝐶

𝑑𝑡
 

In addition to reporting the best kinetic constants, show plots of each species concentration. Explain the 

objective function used to perform the parameter estimation such as whether an ℓ1-norm or squared 

error objective is preferable for this problem. The default number of nodes (APM.NODES=3 in APM 

MATLAB or m.options.NODES=2 in GEKKO) per time step with orthogonal collocation on finite elements 

may need to be increased. 

https://apmonitor.com/wiki/index.php/Main/OptionApmNodes

